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Abstract
Social cyber-security is an emergent field defining a multidisciplinary and multi-
methodological approach to studying and preserving the free and open exchange of 
information online. This work contributes to burgeoning scholarship in this field by 
advocating the use of interoperable pipelines of computational tools. We demon-
strate the utility of such a pipeline in a case study of Twitter information opera-
tions during the NATO Trident Juncture Exercises in 2018. By integratively utiliz-
ing tools from machine learning, natural language processing, and dynamic network 
analysis, we uncover significant bot activity aiming to discredit NATO targeted to 
key allied nations. We further show how to extend such analysis through drill-down 
procedures on individual influencers and influential subnetworks. We reflect on the 
value of interoperable pipelines for accumulating and triangulating insights that ena-
ble social cyber-security analysts to draw relevant insights across various scales of 
granularity.

Keywords Social cyber-security · Information operations · Interoperability

1 Introduction

Online social networks have allowed people to exchange information and express 
their views at an unprecedented scale. But while some scholars have argued that such 
platforms democratize public discourse, recent years have shown how adversarial 
actors may employ diverse strategies to manipulate public opinion toward disruptive 
social and political outcomes. Information operations are not a new phenomenon. 
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However, their adaptation to online settings uniquely capable of influencing large 
collectives has made them a more urgent area of concern. Such activities have been 
documented across high-stakes contexts such as national elections, potentially even 
posing a threat to international security.

How might researchers study information operations in a comprehensive and 
informative manner? Significant prior work has attempted to tackle this question 
from a variety of perspectives (Shu et al. 2017; Tucker et al. 2018; Zhou et al. 2019). 
While prevailing scholarship has primarily focused on developing state-of-the-art 
tools for solving social cyber-security problems one by one, scant work demon-
strates how such tools may be integrated in practice. In the context of real-world 
online information operations, we argue that the utility of single tools is limited. 
In contrast, methodological pipelines emphasizing the interoperability of such tools 
may yield multifaceted insights better-suited to the complexity of their object of 
study (Conroy et al. 2015; Michelucci et al. 2015; Uyheng and Carley 2019). This 
paper therefore presents a framework for building interoperable pipelines of com-
putational tools for analyzing online information operations. We turn to the Twitter 
conversation surrounding the NATO Trident Juncture Exercise in 2018 as an illus-
trative case study.

The succeeding sections of this paper are structured as follows. First, we review 
prior work in social cyber-security that illustrates the value of existing computa-
tional approaches to studying online information operations in Sect. 1.1. Next, we 
explain how cutting-edge techniques in machine learning, natural language process-
ing, and dynamic network analysis can be utilized in a complementary fashion tai-
lored toward different facets of information operations in Sect.  1.2. Following an 
overview of the NATO Trident Juncture Exercise in 1.3, we summarize how each 
component of our proposed pipeline maps to our Twitter dataset in Sect. 2. Finally, 
we present the results of our integrated analysis, assessing the activity of automated 
bot accounts, the messages they spread, and their influence in the overall public con-
versation in Sect.  3. With our findings, we concretely demonstrate how pipelined 
tools refine social cyber-security inquiry through accumulation and triangulation of 
multiple streams of analysis. We conclude with a discussion of advancing methodo-
logical frameworks for social cyber-security, as well as several practical considera-
tions for working in concrete information operation settings.

1.1  Social cyber‑security

Social cyber-security has been defined as a multidisciplinary and multimethodologi-
cal field that studies how to preserve the internet as ‘a free and open space for the 
exchange of information’ (Carley et  al. 2018). An important theme of research in 
this emergent field is the analysis of online content polluters, such as bots and trolls 
(Ferrara et al. 2016; Lee et al. 2011). Bots refer to automated online accounts while 
trolls are typically defined as human accounts which spread aggressive or disrup-
tive messages (Beskow and Carley 2019a; Cheng et al. 2017). Both types of con-
tent polluters engage in a variety of strategies to achieve specific information opera-
tion objectives. Research in social cyber-security emphasizes the importance of 
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examining these activities through the lens of both computation (e.g., artificial intel-
ligence, software engineering) and the social sciences (e.g., political science, social 
psychology), as both technological and societal issues are intertwined in determin-
ing the success and spread of such activities (Ferrara 2017; Lazer et al. 2018; Shu 
et al. 2017).

Prior research categorized these activities as either message-driven or network-
driven (Beskow and Carley 2019b). On the one hand, message-driven activities 
focus on influencing public perceptions about various entities and events of interest. 
For instance, in electoral contexts, paid online accounts may be used to boost the 
profile of a favored candidate or spread rumors about an opponent (Bennett and Liv-
ingston 2018; Mejias and Vokuev 2017; Stewart et al. 2018). On the other hand, net-
work-driven activities are interested in manipulating group dynamics to achieve cer-
tain purposes. Some operations may intend to isolate two groups in order to create 
polarized echo chambers (Garrett 2009; Nekmat and Lee 2018). In other cases, oper-
ations may work to encourage interactions between two groups so that their beliefs 
clash with each other in a phenomenon called trench warfare (Karlsen et al. 2017). 
By harnessing both message-driven and network-driven campaigns, information 
operations take advantage of the socio-technical landscape of online social networks 
to shape how information spreads and is perceived by online communities. Social 
cyber-security fundamentally aims to understand such dynamics to classify adver-
sarial actors and their activities, assess and predict their impact, and design effective 
strategies for intervention and building the resilience of online communities.

1.2  Methods for analyzing information operations

A growing scholarship has tackled problems in social cyber-security with notable 
success. In this section, we briefly review this literature and identify methodologi-
cal gaps that we propose can be resolved through the design of interoperable meth-
odological pipelines (Wegner 1996). We go over how machine learning, natural 
language processing, and dynamic network analysis are used to detect information 
operations, characterize their content, and assess their overall influence and impact.

Bot detection: who are the bots? A basic issue in analyzing information opera-
tions deals with determining the number of bot accounts involved in an online con-
versation. Features of bot accounts can be difficult to define in concrete terms, but 
viewed in aggregate, patterns in their messaging behavior or relationships to other 
users in the social network can make them clearly discernible. Machine learning 
algorithms have been shown to be effective in elucidating such patterns automati-
cally (Morstatter et  al. 2016; Qi et  al. 2018). Given a reasonably large dataset of 
labeled bot and non-bot accounts, predictive models can be trained to discriminate 
between each type of account with decent accuracy ( ≥ 90% ) across various contexts. 
Using random forest classifiers, Beskow and Carley (2019a) show how different fea-
tures of Twitter accounts, from the use of random strings in their usernames to their 
network-level activities, can be incrementally used in a tiered approach for bot detec-
tion. Textual features have also been widely used to detect trolling, cyberbullying, 
and opinion manipulation on a variety of online contexts such as news community 
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forums and Twitter (Beskow and Carley 2018b, a; Mihaylov et al. 2015; Seah et al. 
2015). Lee et al. (2010, 2011) further show not only how to jointly exploit user fea-
tures, language features, and network features simultaneously, but also how to obtain 
more labeled data through the use of social honeypots. We draw upon off-the-shelf 
bot detection algorithms as a crucial step in our proposed interoperable pipeline for 
information operations analysis.

Topic modeling: what messages are they spreading? Another fundamental ques-
tion researchers may pose is related to the messages bot accounts promote or dis-
rupt. Latent Dirichlet allocation is a general algorithm for extracting topics from a 
corpus of texts (Blei et al. 2003). Topics are taken to be distributions over words, 
and a textual corpus is considered a mixture model over several such distributions. 
Techniques such as topic modeling offer a means of capturing core ideas being 
spread by bot accounts, thereby extracting the key aspects of information relevant to 
a disinformation campaign (Chew and Turnley 2017; Yang et al. 2015). Novel work 
has shown how discovering conflicts among modeled topics can be helpful for iden-
tifying false information (Jin et al. 2016).

Dynamic network analysis: what influence do they have? Finally, impact assess-
ment of information operations may involve searching for influential participants in 
an online conversation and characterizing the messages they promote. Influencer 
analysis asks: Given a large-scale conversation on Twitter, which users impact the 
conversation the most? Dynamic network analysis offers a systematic framework for 
precisely quantifying influence in an online conversation. In Twitter, for instance, 
users are modeled as nodes of a graph. Depending on the behavior of interest, 
retweets between users may be taken as a directed edge between their correspond-
ing nodes. By studying multiple types of nodes (e.g., bot accounts, news agencies) 
and edges (e.g., retweets, replies) simultaneously and over time, dynamic network 
analysis goes beyond a standard social network analysis framework to uncover more 
complex insights into online discourse (Carley et al. 2007). Under a network frame-
work, measures of centrality may be used to determine important users (Riquelme 
and González-Cantergiani 2016). For example, a user can be labeled an influencer if 
they have a high in-degree in their following network, since their tweets reach many 
people. Users can also reach many people if they are retweeted by someone with a 
large following. Additional measures include but are not limited to the total number 
of retweets, favorites, or mentions a user receives (Bakshy et al. 2011; Dubois and 
Gaffney 2014).

Interoperable integration of computational tools In this paper, we propose that 
putting together different tools in an interoperable pipeline can generate comprehen-
sive and relevant insights for social cyber-security. Prior work had shown how the 
complexities of information operations require multiple methods for comprehensive 
analysis. Arif et al. (2018), for instance, showed how graph-based identification of 
online communities can be augmented by interpretative analysis of discourse by dis-
information agents to better understand the objectives of public opinion manipula-
tion campaigns related to #BlackLivesMatter. Benigni et al. (2018) likewise showed 
how different types of dynamic network analysis, such as clustering of user networks 
or clustering of hashtag networks, can be used to identify different types of ideol-
ogy and quantify levels of radicalization. Our framework goes further in showing 
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how a combination of computational tools—used in series as well as in parallel—
can be used to drive human-driven analysis of information operations and holisti-
cally infer more complex insights than could be derived from single tools. We there-
fore showcase how interoperability uniquely benefits studies in the field of social 
cyber-security.

1.3  The NATO Trident Juncture Exercise 2018

The North Atlantic Treaty Organization (NATO) was founded in 1949 as an alli-
ance of governments for the preservation of peace in the postwar era. The Trident 
Juncture Exercises (TRJE) are an opportunity for member nations to consolidate 
their forces in joint military exercises as a symbol of unity and commitment to their 
shared purpose. For the latest iteration of the exercises, from late October through 
November 2018, TRJE brought together 50,000 military and civilian personnel from 
31 NATO and partner countries in Norway, making it NATO’s largest exercise in 
two decades.

With its significant show of military force, TRJE attracted widespread discussion 
on mainstream and social media platforms. However, the same online attention also 
enabled the spread of manipulative messaging surrounding the exercises and NATO 
more generally. One long-standing issue encompasses NATO’s tense relation-
ship with Russia, especially in view of the exercise’s geographic proximity to the 
superpower’s borders. Another possible trigger for negative messaging, as covered 
extensively by the popular press, was the unforeseen crash of a Norwegian frigate, 
the Helge Ingstad, while returning from the exercise. Both Russia and the frigate 
collision represent sensitive concerns vulnerable to adversarial information opera-
tions online. Through the lens of social cyber-security, we study the NATO Trident 
Juncture as a prime example of an online event attracting contentious discourse and 
information operations, with high-level stakeholders, and international significance. 
Prior work on previous iterations of the Trident Juncture had also found evidence of 
influential information operations targeting the event on online platforms (Al-Kha-
teeb et al. 2019; Carley and Beskow 2017).

2  Data and methods

2.1  Dataset

To assess the Twitter conversation surrounding NATO TRJE 2018, we analyzed 
236,809 tweets collected from October 22, 2018 to November 13, 2018. Data collec-
tion was primarily conducted using the Twitter APIs with hashtags #tridentjuncture, 
#nato, and their non-English variants. Each tweet came with metadata on its cor-
responding user account and relevant interactions with other users and tweets (e.g., 
retweets, mentions). Hashtags for data collection were iteratively refined as addi-
tional hashtags of relevance were discovered from incoming data. However, we note 
that the Twitter API does not necessarily provide a purely random sample of the 
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entire Twitter conversation; thus, conclusions from this work should be considered 
in light of these standard limitations (Morstatter et al. 2013).

A total of 81,555 unique users were represented in the dataset. For certain time-
sensitive aspects of the analysis, tweets were divided into four periods: phase 1, 
which included all tweets before the official start of TRJE on October 25; phase 2, 
which spanned the main days of the exercise from October 25 to November 7; phase 
3, which encompassed the crash of the Helge Ingstad on November 8 and the two 
days afterward; and phase 4, which accounted for all tweets past November 10. We 
note that additional online conversations may have taken place after our cutoff dates; 
however, we heuristically finished data collection a week after the main exercises 
to concentrate on event-specific tweets. Future work may study more closely how 
such data collection decisions may adapt to the diffusion of information in relation 
to large-scale public events (Babcock et al. 2019).

2.2  Pipeline of tools

As visualized in Fig. 1, a series of interoperable tools was used to leverage textual, 
user, and interaction information for topic analysis, bot detection, role identification, 
location prediction, and influencer analysis.

Latent Dirichlet allocation Latent Dirichlet allocation (LDA) was performed 
to provide an exploratory characterization of the main topics of conversation and 
track their prevalence across the four time periods (Blei et al. 2003). Extensive text 
preprocessing was conducted to standardize contractions, remove URLs and stop-
words, etc. The final number of topics was evaluated using the coherence score, 
which assesses the co-occurrence of words belonging to certain topics over others in 
similarly classified documents (Röder et al. 2015). By producing probabilistic scores 
assigning each tweet to a topic, as well as a list of keywords defining each topic, 
LDA outputs quantitatively provided a means to understand the general contents of 
online talk about NATO and TRJE. Manual review of keywords and tweets with the 
highest scores for each topic provided complementary, qualitative evidence for inter-
preting topics holistically (Montiel et al. 2019).

Fig. 1  Interoperable pipeline of tools for information operations analysis
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Bothunter We used Bothunter, a random forest machine learning model, to exam-
ine Twitter accounts in the dataset and output a probability of the user being a bot 
based on their profile features (Beskow and Carley 2019a). Other work has shown 
that random forest models provide competitive performance across benchmark 
datasets (Varol et  al. 2017), though we note that more complex models may pro-
vide slightly better performance for some contexts (Kudugunta and Ferrara 2018). 
As Bothunter produces a probabilistic (rather than binary) output, we select 60% as 
the threshold above which we decide a user is a bot. Heuristically, this is more strict 
than the standard 50% threshold in binary classification tasks; we choose a slightly 
higher threshold to increase precision (by reducing false positives), though poten-
tially to the expense of recall (by increasing false negatives). We note that future 
work may explore altering this threshold to maximize performance alongside recall 
(Nazer et al. 2019). We also preferred Bothunter over other existing classifiers for its 
combined speed and accuracy.

Role identification Role identification employed a neural network model trained 
on a large dataset of user descriptions and tweets to classify accounts as belonging 
to special actor classes such as news agencies, reporters, government offices, and 
celebrities.

Location prediction Location prediction was also conducted using a neural net-
work model trained on a dataset of user descriptions and known locations (Huang 
and Carley 2017).

ORA Finally, Organization Risk Analyzer (ORA) enabled the analysis of mul-
timodal networks to identify influential users, as well as characterize the overall 
structure of the Twitter conversation (Carley et  al. 2007). ORA also has general 
functionalities for data visualization and handling matrix operations associated with 
analyzing social networks.

3  Results

Our findings characterize the Twitter conversation surrounding NATO TRJE 2018 
as primarily dominated by official NATO accounts. Notable information opera-
tions, however, also took place using bot and bot-like accounts. In the succeeding 
sections, we organize our results as follows: (a) an analysis of broad topics of dis-
cussion related to NATO Trident Juncture on Twitter (see Sect. 3.1); (b) an aggre-
gated analysis of bot accounts triangulated with analysis of their locations and top-
ics (see Sect. 3.2); (c) an individual-level drill-down that qualitatively characterizes 
the activities of ORA-identified influencers (see Sect. 3.3); and (d) a network-level 
drill-down of accounts which interacted with Sputnik accounts, which are known 
accounts linked to Russian media campaigns (see Sect. 3.4).

3.1  Topic analysis

Six topics were chosen for LDA based on coherence scores and manual assessment 
of the derived topics. Multidimensional scaling suggested that the last three topics 
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are relatively similar so they are interpreted concurrently in the succeeding analysis 
for convenience. Every tweet was assigned to a topic based on LDA topic probabili-
ties. Figure 2 depicts the scaled distance between final topics used as well as their 
diffusion over time. Table 1 provides representative words and a sample tweet for 
each topic selected based on LDA results. We note that while the first two topics 
have coherent word lists, the latter two are relatively difficult to decipher on their 
own. This may be attributed to the fact that the topics themselves remain internally 
mixed.

Topic 1: NATO Trident Juncture Accounting for about 70% of all tweets (includ-
ing retweets), the first topic appears to concern general updates about the NATO 
TRJE. Messages in this topic are characteristically descriptive of exercise activi-
ties. The primary topic therefore coincides with intuitive expectations of the tweets 
collected about the NATO Trident Juncture. Some simply document concrete hap-
penings during the joint exercises. Others, as demonstrated by the sample tweet in 
Table 1, express solidarity with the efforts of NATO and alignment with its goals.

Topic 2: collision of the Helge Ingstad Accounting for about 2–3% of all tweets 
(including retweets), the second topic aggregates tweets that discussed naval ves-
sels. Importantly, it captures the tweets mentioning the Helge Ingstad collision. As 
shown in the diffusion plot, most of the content in this topic was produced during 
the period directly following the crash. In the sample tweet presented, the crash of 
the Helge Ingstad is used to discredit the strength of NATO. Creatively mocking the 
Trident Juncture as a Trident Puncture, the account expresses disdain for partici-
pants in the exercise, implying they are incompetent and unworthy of respect.

Topic 3: world politics Comprised of tweets discussing general events around 
world politics, the third topic is not specific to the TRJE. It accounts for 6% of all 
tweets. Like the first topic, most of the conversation around this topic took place 
around the end of October and start of November, although there is also a spike at 
the start of the exercise. In the given example, NATO is mentioned as one of many 
entities linked to global conspiracies. While not immediately related to the military 
exercises, this topic appears to discuss NATO by embedding it in a broader context 
of secrecy and plots, hinting at a hidden global order of which NATO is merely a 

Fig. 2  Similarity and diffusion of topics. Left figure depicts multidimensional scaling of identified topics. 
Right figure depicts the relative prevalence of different topics over time
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part. Whether or not intentionally, such sentiments may be picked up in the online 
conversation due to the increased attention from the military exercises.

Topic 4: opportunistic marketing The final topic identified is an aggregation of 
three different topics with a high degree of overlap in terms. It accounts for 37% of 
original tweets and 20% of all tweets (when considering retweets). Again not pri-
marily related to the NATO exercise, most of the conversation took place around the 
end of October and start of November (similar to the other topics), however it does 
not seem to increase activity during the start nor the accident. Other tweets found in 
this topic appear to insert the #nato hashtag without actually talking about NATO. 
Hashtags are used opportunistically just to boost the visibility of the commodities 
being marketed. This topic thus illustrates the numerous ways that the quick diffu-
sion of information online is utilized for various purposes.

3.2  Bot analysis

Using a 60% threshold on Bothunter, we detected 24,686 bots in the dataset. This 
represents 30.27% of the unique users captured in our dataset. Cross-referenced 
against the role identity algorithm to remove special actors, only 10,072 bots 
remained, accounting for 12.35% of the unique users. Table  2 cross-tabulates the 
Bothunter results with role identity predictions. Percentages are relative to total 
users, with values in bold representing our final bot predictions.

The large reduction in final predictions is due to the significant proportion of 
reporters and government accounts classified by Bothunter as bot-like. Such Twit-
ter users included the official NATO accounts which generated a high volume of 
content during the exercises. Figure 3 depicts the ORA visualization of bots on the 
social network of users connected by communication, with and without the role 
identity filtering. Filtered results are used as final predictions for conservative esti-
mates of bot activity.

Cross-tabulated against our location prediction results, the top five countries 
with the highest numbers of detected bots included key NATO nations like the 

Table 2  Summary of bot 
predictions cross-referenced 
against identity predictions

For a conservative estimate of bot accounts, we use positively iden-
tified bots with Bothunter that our role identity algorithm does not 
classify as an otherwise special actor. Numbers in bold represent 
these finalized estimates

Role identity Classified users Detected bots

Accounts % Accounts %

Regular users 28014 34.35 10072 12.35
Government 15914 19.51 9411 11.54
News agencies 

and reporters
10579 12.97 4456 5.46

Companies 905 1.11 308 0.38
Celebrities 906 1.11 233 0.29
Sports 551 0.68 206 0.25
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United States and Great Britain, with Russia also featuring a sizeable amount. 
Using filtered bot predictions, we report location results in Table  3. The share 
of bot accounts in each location suggests that while they are indeed prevalent in 
Russia, with which NATO presumably remains in notable tension, their activities 
are more focused on influencing the conversation in NATO states, as well as in 
Norway, where the exercises were held.

Finally, given the predicted bot accounts, we analyzed the levels of bot activity 
appearing in each of the conversation topics previously identified. As summa-
rized by Table 4, bots appeared to feature most prominently in messages about the 
crash of the Helge Ingstad, followed by messages about NATO and the Trident 
Juncture exercises more generally. This suggests that, indeed, information opera-
tions were targeting the exercises, with the explicit goal of discrediting NATO’s 
competence by focusing on the frigate collision.

Fig. 3  Visualization of bots in the Twitter conversation surrounding the NATO Trident Juncture Exer-
cise. Left figure depicts Bothunter-predicted bots in red and regular users as blue. Right figure depicts 
conservative bot estimates cross-referenced against role identity predictions

Table 3  Predicted location of 
bot accounts

Percentages are in reference to the total number of accounts identi-
fied as belonging to the given location

Location Detected bots Total

Accounts (%)

United States 7956 38.15 20853
Great Britain 2716 36.65 7410
Norway 1865 35.39 5270
Russia 1293 19.40 6666
Spain 1203 16.32 7373
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3.3  Individual‑level drill‑down: influencer analysis

In this section, we present an individual-level drill-down of influential accounts as 
identified by ORA. Combining meta-network measures of centrality, ORA finds 
three types of influencers: Super Spreaders, Super Friends, and Other Influencers. 
Super Spreaders are users which generate content that is shared often, and hence 
spread information effectively. Super Friends are users that exhibit frequent two-
way communication, facilitating large or strong communication networks. Other 
influencers are users which have an active network presence, by tweeting often or 
mentioning users often, and operate in central parts of the conversation, such as by 
using important hashtags, or mentioning important users. Our analysis showed that 
most influential accounts were NATO or otherwise government-affiliated, such as 
NATO, USNavy, and DeptofDefense. However, for unverified accounts, key influ-
encers appeared to exhibit traits relevant to potential information operations. In the 
succeeding analysis, we characterize the activities of a sample of each type of influ-
encer as identified by ORA. Usernames are withheld, however, for anonymity due to 
the sensitivity of content. These samples are summarized in Table 5

One exceptional user was classified as a Super Spreader after the crash of the 
Helge Ingstad. The account received a bot probability of 0.778. This score was 
likely obtained due to their extremely high Twitter activity (averaging 32 tweets/day 
for 5 years). Upon examination of their public profile, they appear to be a Russian 
patriot. In our dataset, the user calls the United States weak, citing that the NATO 
exercise could not be held without loss. Due to the coherence and awareness this 
tweet shows, it is unlikely to have been made by a bot. Further, the account exhib-
its intelligible direct replies to other users, in both English and Russian. From this 

Table 4  Summary of bot 
activity for each topic identified 
with LDA

We organize rows by percentage of tweets in each topic associated 
with a predicted bot. The collision topic featured the highest level of 
predicted bot activity

Topic Bot activity

Number of bot tweets (%)

Collision of Helge Ingstad 2385 31.97
NATO Trident Juncture 42512 25.63
World politics 3018 20.30
Opportunistic marketing 3799 7.82

Table 5  Summary of influencers 
characterized for individual 
drill-down

While NATO and government accounts were classified as influenc-
ers across all time phases, some unverified accounts were also identi-
fied as wielding significant influence

Influencer type Active phase Bot Hunter score

Super spreader After frigate collision 0.778
Super friend During exercise 0.819
Other influencer All phases 0.375
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analysis it appears that they may be a cyborg account, a politically engaged citizen, 
or a paid user promoting Pro-Russian content.

Like the Super Spreader described above, the suspicious Super Friend is incred-
ibly active on Twitter (averaging more than 55 tweets a day for 10 years, with 
increasing frequency). They claim to live in Russia, tweet anti-USA content, and 
responds coherently to other users. In our dataset, this user claims that Trump is 
Putin’s puppet, and that he ordered Trump to surround Russia with troops. With so 
many of the user’s tweets being replies or shared articles with detailed commentary, 
this user is also likely a paid tweeter or cyborg account.

This user is the most active user in the data set, with over 115 tweets per day on 
average for the last 10 years, with increasing frequency. Unlike the other suspicious 
users, this one claims to live in Sweden, backed up by profiles on other forms of 
social media linked in their Twitter account. Most of the tweets from the account are 
retweets, conveying pro-NATO/anti-Russian content. Even though most contents are 
retweets, the links to other social media profiles indicate that this account is likely 
not a bot. Hence, it seems most likely that this is an active, politically charged user.

3.4  Network‑level drill‑down: Sputnik analysis

In this section, we show how we may also incorporate prior knowledge about likely 
information operations into our interoperable pipeline. Following the suspicious 
activity geographically linked with Russia, we performed specialized analysis on the 
sub-networks associated with Sputnik accounts. Sputnik is a state-supported Rus-
sian media organization that has been previously linked to online propaganda. The 
succeeding analysis drills down on Sputnik activity in the following manner. In an 
initial step, all Sputnik Twitter accounts in the dataset are enumerated. All users 
with any form of communication (e.g., retweets, mentions) with these accounts are 
identified as first-order connections. Afterward, users communicating with first-
order connections are included. The social network composed of this subset of users 
(N = 6905) is then subjected to analysis.

In terms of topics, about 82.21% of the tweets in the Sputnik sub-network dis-
cussed the main NATO hashtags. Drilling further down to the level of individual 
tweets, Sputnik stories included diverse types of anti-NATO messages and stories. 
Such stories revolved around themes of how TRJE aggravated local conflicts despite 
its ostensibly defensive objectives, triggering protests by peace activists around 
several Norwegian cities against the “NATO war”. In one story, NATO troops had 
allegedly bruised and arrested an autistic man during drills. Stories had less than ten 
likes and retweets each.

Detected bot activity, however, was significant in the Sputnik sub-network. 
Despite their relatively low influence on the Twitter conversation, about 41.00% of 
users in the Sputnik sub-network were classified as bots, noticeably higher than the 
detected 12.35% throughout the entire dataset. ORA visualization is given in Fig. 4.

Overall, however, the relative influence of the Sputnik network was not very high, 
indicating that information operations were not particularly effective, at least those 
coursed through the known media channels. Measuring influence using Bonacich 
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power centrality, a sociological network centrality measure of influence, Table  6 
notes that NATO accounts wielded between ×  5 and ×  700 as much influence as 
Sputnik accounts over all time phases of the dataset.

4  Discussion

Overall, our integrated analysis offers a multi-scale view of bot activity surround-
ing the NATO Trident Juncture Exercises. We determined that bot activity was 
certainly non-negligible throughout the exercises, featuring significant activity in 
identified geographic locations, in relation to specific topics of conversation, and 
in association with known state-driven media. The bot activity we identified in this 
work appeared to seek to discredit the NATO alliance and its show of military force, 
painting NATO as brutal, incompetent, or unwanted by the general public. Such 
messages appeared to be targeted toward nations central to NATO, such as the US 
and the UK, as well as Norway, the host country for the exercises. The most influ-
ential agents driving these messages further appeared to be sophisticated cyborg 
accounts, not only generating a large volume of anti-NATO content through presum-
ably automated messaging, but also expressing complex responses to other accounts 
suggesting the involvement of some human actors. We also captured the operations 

Fig. 4  The sub-network of 
accounts which interacted with 
Sputnik accounts. Red nodes 
represent accounts conserva-
tively predicted to be bots. 
(Color figure online)

Table 6  Bonacich power 
centrality of main Sputnik 
versus NATO account

Throughout all four time phases, NATO accounts had significantly 
greater influence over the public conversation

Time phase Sputnik NATO NATO/Sputnik

Before exercise 0.000001 0.000485 485
During exercise 0.000001 0.000682 682
Around crash 0.000006 0.000192 32
After crash 0.000036 0.000212 5.89
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of other bots which latched onto the publicity of the exercises, such as for opportun-
istic marketing and general conspiracy theories related to world politics.

These findings suggest that automated bots have indeed become a powerful and 
flexible tool utilized for a variety of purposes. Moreover, they demonstrate the value 
of computational analysis for sketching out the broad landscape of apparently multi-
ple information operations and discerning how each may relate to various campaign 
objectives. Finally, we showed how prior awareness of Russian operations through 
Sputnik accounts can be readily integrated into various computational methods, thus 
allowing analysts to confirm or disconfirm pre-existing domain-specific hypotheses. 
Our proposed framework thus embodies social cyber-security’s multidisciplinary 
nature, as it seeks to computationally enhance more politically, sociologically, and 
historically situated knowledge with large-scale empirical data.

To arrive at these insights, we employed an interoperable pipeline of compu-
tational tools to analyze different aspects of potential information operations sur-
rounding the NATO Trident Juncture Exercise. Across multiple analytic junctures, 
our work demonstrates that methodologies integrating the principle of interoperabil-
ity offer concrete benefits for analyzing online information operations. Firstly, utiliz-
ing multiple tools in a series allows for the accumulation of insight. Combining bot 
predictions with location predictions, for instance, allows analysis to map bot activ-
ity against geopolitical context, thereby elucidating relevant clues as to the objective 
of information operations under investigation. Combining insights of topic modeling 
and bot prediction also deepens these inferences, as analysts discover empirically 
which aspects of the online conversation feature significant participation (or perhaps 
lack thereof) of bots.

Secondly, utilizing multiple tools in parallel allows for the triangulation of 
insights. Algorithmic identification of bots can result in overprediction or underpre-
diction depending on the relationship between the training dataset and the dataset 
encountered during deployment. By cross-referencing bot predictions with a second 
algorithm like role identification, we can generate more conservative estimates that 
avoid conflating automated bots and otherwise highly active Twitter users such as 
news agencies, celebrities, and government accounts. Drilled-down analysis of influ-
encers identified via dynamic network analysis, when conducted in conjunction with 
Bothunter scores, likewise allows analysts to understand the degree to which bot 
accounts exert influence over the public conversation. In other cases, it may reveal 
new understandings of what kinds of accounts Bothunter may be classifying as bot 
(or bot-like), such as paid cyborg accounts.

Above all, interoperable pipelines broaden the possible questions with which ana-
lysts might engage datasets featuring potential information operations. As we dem-
onstrated by focusing on the Sputnik subnetwork, a rich array of tools allows for 
greater flexibility in tackling different facets of, or communities involved in, infor-
mation operations. By integrating principles of interoperability, analysts deploying 
methodological pipelines can arrive at a systematic understanding of the online con-
versation more comprehensive than the sum of individual, tool-level insights. As 
Tucker et  al. (2018) show, rich social-scientific frameworks abound for theorizing 
disinformation campaigns and their impacts in online settings. Our methodological 
framework complements these conceptual developments by providing new ways of 
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analyzing data which go beyond traditional data sources in these disciplines (e.g., 
surveys, interviews) and arriving at large-scale, data-driven understandings of these 
phenomena that may enrich and be enriched by social theory.

Drawing on the broad framework we have laid out here, future work can inte-
grate more tools that suit additional types of questions. For instance, sentiment 
analysis could be used to assess whether the messages being sent by bot and non-
bot accounts were primarily positive or negative with respect to NATO and the 
exercises. Other types of dynamic network analysis, such as community detection 
or density measurement, could be used to study how different subnetworks evolve 
over time, or whether subnetworks associated with greater bot activity are likewise 
more echo-chamber-like. We also mention that our analysis was limited by several 
factors that future work may seek to address. The multilingual nature of the inter-
national conversation required a pre-processing step for translating all texts to Eng-
lish; although state-of-the-art translation models may indeed be highly performant, 
models of text in their original form may offer contextual nuances which translations 
do not effectively capture (Devlin et al. 2018). We also did not leverage other social 
media specific features like emojis or favorites, although such models have been 
developed with notable success.

Finally, we note that the analytic methods presented here are largely implemented 
on aggregated datasets. In a real-world setting, real-time detection and characteriza-
tion of online information operations would allow stakeholders to respond in a more 
timely manner. Methods which can accommodate real-time streams of data would 
therefore be of significant value for succeeding developments in this field. Whereas 
data aggregation represents a non-negligible bottleneck to information operations 
analysis, however, the main steps in the interoperable pipeline may generally be 
run and replicated in the span of several hours, thus offering operationally relevant 
insights in relatively short amounts of time. This work thus showcases important 
problems, but also preliminary solutions, in conducting rapid detection and charac-
terization of online information operations. Such improvements must develop along-
side the evolution of legal, technical, and organizational limits of social media data 
usage for social cyber-security contexts.

While these methodological gaps do point to several areas for improvement in 
the pipeline we present here, they also illustrate the broad range of tools and ana-
lytic inquiries with which the principle of interoperable pipelines can be adapted 
for social cyber-security. Opportunities therefore abound for the development of 
interoperable methodologies specifically tailored for social cyber-security. Software 
attuned toward such pipelined integration of tools would likewise make a significant 
impact for deployment in this domain.
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